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Detection of Target Distance in the Presence
of an Interfering Reflection Using .
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Side-Band Suppressed Carrier
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Robert E. Marshall, and Robert T. Neece, Member, IEEE

Abstract —A technique for detecting the distance to a highly
reflective target in the presence of an interfering reflection using
a frequency-stepped double side-band suppressed carrier
(DSBSC) microwave-millimeter-wave radar system is analyti-
cally derived. Although this system is being developed for mea-
suring nonuniform electron plasma densities as a function of
distance from a heat tile on a space reentry vehicle, the tech-
nique is quite general and could be applied to other short-range
radar problems. The main result of the analysis shows that the
measured group delays produced by the DSBSC system possess
a periodicity inversely proportional to the difference between the
time delays to the target and interferer, independent of the
signal-to-interference ratio (SIR). Thus, if the distance to the
interferer is known, then the periodicity of the measured group
delays may be used to extract the target distance, independent of
SIR. Simulation results are presented in the context of electron
plasma density range estimation using a block diagram commu-
nications CAD tool. A unique and accurate plasma model is
introduced. A high-resolution spectral estimation technique
based on an autoregressive time series analysis is applied to the
measured group delays, and it is shown that accurate target
distance estimates may be obtained, independent of SIR.

I. INTRODUCTION

ONVENTIONAL pulsed radar has a range resolu-

tion which is inversely proportional to the bandwidth
of the transmitted pulse [1]. Thus, applications requiring
detection of extremely small changes in target position
must employ very high bandwidth pulses if the conven-
tional pulsed technique is used. The application of radar
distance measurement examined in this paper is to deter-
mine the nonuniform electron plasma density profile

Manuscript received August 7, 1990; revised December 10, 1990. This
work was supported in part by the National Aeronautics and Space
Administration Langley Research Center under Contract NAS1-18925.

G. A. Ybarra and S. H. Ardalan are with the Department of Electri-
cal and Computer Engineering, North Carolina State University, Box
7911, Raleigh, NC 27695.

C. P. Hearn and R. T. Neece are with the NASA Langley Research
Center, Hampton, VA 23665.

R. E. Marshall is with the Research Triangle Institute, Research
Triangle Park, NC 27709. -

IEEE Log Number 9143468,

which is created at distances from 0 to 15 ¢cm from the
heat tile of a space reentry vehicle. The accuracy require-
ment is £0.5 cm. The first implementation of this system
is scheduled for deployment in a 1995 NASA shuttle
mission. Electromagnetic energy launched into a nonuni-
form plasma, depending on the frequency, penetrates to
different depths and is then reflected. The energy of a'
wide-bandwidth pulse would be smeared owing to the
ambiguity in the location of the plasma reflection. Thus,
conventional pulsed radar is unacceptable for this appli-
cation, and an alternative distance measurement scheme
is required.

This paper presents an analytical derivation of a new
technique for detecting the distance to a highly reflective
target in the presence of an interfering reflection using a
frequency-stepped double side-band suppressed carrier
(DSBSC) microwave-millimeter-wave radar system. The
stepped DSBSC system transmits microwave energy at
two distinct, narrowly spaced frequencies centered on the
suppressed carrier. The receiver then measures the differ-
ence between the phases of the two sinusoidal echoes
which result from the combined reflections of the target
and interferer. This phase difference is then used to
approximate the slope of the propagation path phase
response, yielding a group delay estimate. This process
was examined in [2] and termed AM CW radar. It was
recognized that the simple AM CW process produced
erroneous distance estimates unless the echo from the
primary target was much stronger than the echo from the
interferer. It is because of this requirement that the AM
approach has receivéd little attention [2]. Our approach
extends the technique of AM CW radar such that the
accuracy of the target distance estimate is independent of
the relative strengths of the primary and interfering
echoes. The carrier is stepped through a sequence of N
discrete frequencies and the receiver acquires a set of N
group delay estimates. A previously reported technicque
for detecting the target distance using a stepped DSBSC
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approach [3] averages the N group delay estimates in
order to obtain an estimate of the target distance. This
averaging approach was found to provide an accurate
target distance estimate provided the echo from the tar-
get is larger than the echo from the interferer. When the
echo from the interferer is greater than the echo from the
target, the averaging technique is known to fail. This
paper analytically proves that the average group delay is
the propagation time delay to the target when the signal
to interference ratio (SIR) is greater than 0 dB, and is the
propagation time delay to the interferer when the SIR is
less than 0 dB, thus providing a mathematical basis for
the previously reported measurements. However, the main
result of the analysis shows that the measured group
delays possess a periodicity inversely proportional to the
difference between the time delays to the target and
interferer, independent of SIR. Thus, if the distance to the
interferer is known, then the periodicity of the measured
group delays may be used to extract the target distance,
independent of SIR. Although the technique is general,
simulation results are presented for measuring nonuni-
form electron plasma density as a function of distance.
The interfering reflection is due to the high-dielectric-
constant reaction cured glass (RCG) coating on a heat
tile. These simulations are performed using a block dia-
gram communications system CAD tool employing a
unique and accurate plasma model. A high-resolution
spectral estimation technique based on an autoregressive
time series analysis is applied to the measured group
delays, and it is shown that accurate target distance
estimates may be obtained, independent of SIR.

Other short-range radar techniques have been pro-
posed such as the diplex Doppler method [4] and a
sinusoidal FM method [5]. In the diplex Doppler method,
the transmitter is time-shared between two closely spaced
frequencies. The phase difference between the two slightly
displaced Dopplers at the receiver depends on the range
to the target. However, since the range is extracted from
the phase difference in the Doppler signal, no informa-
tion is obtained without significant target velocity. The
sinusoidal FM technique extracts the target range from
the relative phase of the received signal, which does not
depend on target speed. Unfortunately, the sinusoidal
FM system is relatively complex to implement [5]. The
advantage of our technique is that it is simple to imple-
ment, requiring minimal hardware and space, and pro-
vides accurate target distance estimates. An important
additional advantage of the frequency-stepped DSBSC
system over other techniques such as a stepped-carrier
technique that generates an impulse response and uses
range-gating to separate the target from the interferer is
its immunity to Doppler shift due to target motion. The
relative Doppler immunity of the frequency-stepped
DSBSC technique is due to the fact that the effective
Doppler shift is at twice the modulation frequency, which
is much smaller than the microwave carrier.

This paper is organized as follows. First, the plasma
density measurement environment is described in detail.
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Fig. 1. The NASA Aeroassist Flight Experiment (AFE).

Then, the frequency-stepped DSBSC technique is derived
and its properties illustrated. Finally, simulation results
are presented which provide an illustrative example of the
technique. This is followed by some concluding remarks.

II. Prasma DeENsITY MEASUREMENT ENVIRONMENT

The electron plasma density measurements will take
place as part of the NASA Acroassist Flight Experiment
(AFE), which is illustrated in Fig. 1. The shuttle will
deploy the AFE vehicle, which will then be accelerated to
atmospheric entry velocity. During the 600 s acropass, the
high temperature in the proximity of the nonablating heat
tiles will generate a dynamic plasma. The friction created
will slow the craft, providing an acrobrake. Following the
aeropass, the AFE vehicle will attain a low earth orbit to
be retrieved by the shuttle. One purpose of this experi-
ment is to ascertain the feasibility of using the atmo-
sphere as an aerobrake, which requires accurate measure-
ment of the plasma density profile. The plasma profile
data will be used to confirm or improve the flow field
predictions made by computational fluid dynamics. The
system which will perform the plasma density measure-
ments is called the microwave reflectometer ionization
sensor (MRIS). The MRIS antennas will be mounted
behind the stagnation region tiles, where the plasma flow
field is laminar. Polarization is not an issue because the
plasma density is expected to be constant in the trans-
verse plane.

There exist several predictions of the plasma density
profiles that are to be measured. One such prediction is
based on computational fluid dynamics (CFD) and is
considered to be one of the better predictions presently
available. An example of a CFD predicted profile is
shown in Fig. 2. The distance values shown are referenced
to the outer surface of the heat tiles of the AFE vehicle.
Distances referenced from the heat tiles are referred to
as standoff distances.

Electron plasma may be characterized by its relative
dielectric constant [6], given by

(1)

where ¢ is the electron charge, N is the electron density,
m is the electron mass, € is the permittivity of free space,
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Fig. 2.
‘ density profile at 87 km altitude.

o is the angular frequency of propagating electromagnetic
(EM) energy, and » is the plasma collision frequency.
Considering EM frequencies much greater than », and
substituting the values for the constants, (1) may be
approximated well by

8IN

r f2

where the EM frequency, f, is in kHz, and the electron
density, N, is in e~ /cm®. Unlike other materials, the

group velocity, v,, of EM energy in a plasma is the
free-space velocity, ¢, scaled by ‘/Z : ‘

8IN

Ug=C\/Z¥C, 1"‘? (3)

There exists a critical frequency, f.,, for a given electron

density, which occurs when €, = 0. At this point in the

plasma, called the turning point, the plasma becomes a
perfect reflector. That is, at the turning point, the reflec-
tion coefficient becomes p= —1, and interestingly the
group velocity goes to zero. For frequencies much greater
than f_, e, ~1 and the plasma behaves similar to free
space. For frequencies less than f, €, < 0 and the plasma
behaves like a waveguide below its cutoff frequency. That
is, only evanescent modes are present and no propagation

occurs. As an example of a plasma density distance mea- -

surement, consider the CFD profile in Fig. 2. Suppose an
EM wave is launched at a frequency of 140 GHz. The
critical density, N,, at this frequency may be calculated
from (2) to be 2.42-10" ¢~ /cm® and is located at a
standoff distance of 6 cm. The EM wave will penetrate
into the plasma until it is reflected at the turning point
and returns as an echo. If the round-trip travel time is
measured and an average velocity of propagation is as-
sumed, then an estimate of the standoff distance can be
made. Although this technique is impractical because of
the extremely small time interval, it serves to illustrate the
plasma density measurement concept. The velocity of
energy propagation in the plasma varies with the electron
density profile according to (3). However, if the electron

(2)
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Fig. 3. Microwave reflectometer ionization sensor (MRIS) propagation

path.

density variation is linear with distance, then the average
velocity is well approximated by the convenient value
¢ /2. The CFD predicted profile shown in Fig. 2 is not
exactly linear, but it is close enough to warrant the use of
¢ /2 as a first approximation to the average velocity.

It has been predicted that electron. densities in the
range of 1012-10" ¢~ /ecm® are expected to be encoun-
tered in the measurement range of 0-15 cm from the heat
tile during the aeropass. In order to measure this electron
density range, frequencies of 9-284 GHz would be re-
quired. Owing to the MRIS system space and weight
constraints, as well as practical microwave and milli-
meter-wave sources, four center frequencies have been
selected: 20, 44, 95, and 140 GHz. Thus, only four densi-
ties will be measured. Measurement of these four densi-
ties will be performed sequentially and repeated continu-
ously for the first 500 s of the-aeropass and therefore can.
be tracked as a function of time. This information should -
provide enough data to approximate well the electron
density profile as a function of time.

In order to launch an EM wave into the plasma, an
antenna is mounted behind the heat tiles of the AFE
vehicle. The propagation path is illustrated in Fig. 3. The
heat tile has a dielectric constant €, =1.36. Thus, a small
dielectric discontinuity occurs at the vacuum-—tile inter-
face which will cause a small strength spurious reflection.
However, there is a thin RCG coating on the outer
surface of the heat tile whose dielectric constant e, is 4.8.
Therefore, a significant spurious reflection will occur at
the tile—-RCG interface. This reflection is considered in-
terference and represents a potentially significant obsta-
cle for the plasma density measurement. It will be shown,
however, that our measurement technique is not only
immune to the interfering reflection, but utilizes the prior
knowledge of its location as a reference, leading to accu-
rate plasma density position measurements.

III. AnaLyTicaL DERIVATION OF THE DSBSC
DistaNcE MEASUREMENT TECHNIQUE

The DSBSC distance measurement technique is based
on the relationship between the phase response and time
delay of a linear system. For a lincar system, the time
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delay is the negative slope of the system phase response
and is therefore, in general, a function of frequency:
df(w)

t = = — . 4

= (4)
In the time domain, the simplest realistic model for the
impulse response of a propagation channel known to
contain an interfering reflector and a highly reflective
target is given by

h(t)=A,8(t—t,,)+ AS(t—ty) (5)

where 8(¢) is the Dirac delta function, and ¢,, and ¢, are
the round-trip time delays to the primary target and
interfering reflector respectively. The constants 4, and
A, represent the combination of path loss and reflection
coefficient associated with each. reflector. This model
assumes that a transmitted mi(;’r(ﬁwave energy burst will
return primarily as two temporally concentrated pulses.
Simulation results will show that the consequence being
derived here using this assumption is accurate for the
plasma measurement application.

The frequency response associated with a channel

whose impulse response is given by (5) is
H(f) = Aje /o + Aot

(6)

where o =27f. Separating H({) into its real and imagi-
nary parts yields

H(f)=A,cos(wt,,)+ A cos(wty)
- j[Ap sin (wt )+ Aisin(wtdl)]. (7)
The phase of this frequency response function is

—(A,sin(wr,,)+ A;sin(w1,,))
A,cos(wty,)+ A;cos(wty;)

6(f)=tan"!

). (8a)

The phase response may be expressed in the alternative
form

0(f)=—27fty,

A, sin (277f(tdp - td,))
A, + A;cos (27 f(ty, — 1))

+tan~!

). (8b)

The negative derivative of the phase response (8a) with
respect to angular frequency w is the channel time delay
and is given by

t,= F 2 (9)
A, sin(wt )+ A, sin(wt,,) )“

where

Using the definition
a=-2 (11)

which is the SIR, and elementary trigonometric identities,
the above expression for the channel time delay may be
simplified to

@ty ity +aty, +ty)cos (2mf(ty, — 1))

= . (12
. 1+a2+2acos(27rf(tdp—-tdl)) (12)
This function is periodic in frequency with period
1
T, =—. (13)
! tdp - tdt

Thus, one mechanism for determining the distance to the
primary target is to estimate the period of the group delay
measurement. Since the time delay to the interfering
RCG coating, t;, is known in advance, the period (13) of
the measured group delay yields the delay time to the
plasma turning point ¢,,. Using an estimate of the aver-
age energy propagation velocity for the plasma allows ¢,
to be converted into a distance measurement. It will be
shown through simulation that this method of extracting
the turning point location may lead to accurate range
estimates.

A previously reported method of extracting the turn-
ing point standoff distance using the frequency-stepped
DSBSC approach [3] is to average the phase measure-
ments or, equivalently, the time delay measurements. The
average time delay may be derived analytically by inte-
grating the time delay expression (12) over one period
and dividing the result by the period. The expression for
the time delay (12) has the form

) = o) (14)
c+dcos(x)
where the following substitutions have been made:
a=a’ty,+t;, b=a(t,+t,) c=1+ad?

d=2a x=21Tf([dp“‘tdi).

Given the fact that ¢ > d? for all a, the integral of f(x)
over one period is

w a+bcos(x)
f.wc +dcos(x)

bC X 4
b 2 a__j) cz—dztan(i)

=| —+—F—=—=—"tan"!
d C2_d2 c+d

-7

(15)

[A,cos(wry,)+ A, cos(wt)][ A1y, c08 (wty,)+ Aty cos(wig)] +[ A, sin(wt4,) + A, sin(wt,)][ Ay, sin(wty,)+ A4 5in(0ty)]

[A,cos(wty,)+ 4, cos(wty)]

(10)
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Fig. 4. (a) Theoretical frequency-stepped DSBSC phase measurement assuming two scatterers and SIR>1., (b)
Theoretical frequency-stepped DSBSC phase measurement assuming two scatters and SIR >1 (zoomed view). (¢)
Theoretical frequency-stepped DSBSC phase measurement assuming two scatterers and SIR <1. (d) Theoretical
frequency-stepped DSBSC phase measurement assuming two scatterers and SIR <1 (zoomed view).

The antiderivative is easily verified by differentiation.
Evaluation of (15) and dividing by the period 27 vields
the average value, f,,, given by

bc

_ 1 7 _b a d
fo= g | f@)dr=gt o=t (16)

Now resubstituting the coefficients a, b, ¢, and d yields
the average time delay, ¢,,,, given by
(tap +t4)(1+@?)

2

2
a“t, +1,—
bap+ Ly dp ' tdi

tdavz 2

la® —1]
(17)

This expression may now be simplified to yield the result

2

[4)
faa =5 fdp+fdi+m(fdp“tdz) (18)
which may be further simplified to obtain the following
final result:

tdé;.v=tdp’ a>1,

thow = tais a<l.

The result for the special case of @ =1 may be obtained
by applying L’Hospital’s rule to (18), which yields
t, » + 1ty
td av 2

(19)

The analytical results derived here for the time delay
obtained using the DSBSC technique may be interpreted
as follows. If the plasma reflection is stronger than the
reflection from the interfering RCG (a>1) and if an
accurate technique for extracting the average phase is
employed, then the turning point may be established. If
the SIR is less than 1 (a<1) and phase averaging is
employed, an erroneous estimate of the turning point will
result. It has been analytically shown, however, that an
accurate estimation of the turning point may be extracted
from the phase measurements using the relation between

_the group delay period (13) and the time delay difference,

ty, —ty, regardless of the signal-to-interference ratio.
This result shows the potential. immunity of the DSBSC
technique to a weak primary target reflection.

The theoretical phase measurement assuming two scat-
terers has been shown to be

—(A,sin(wt,,)+ A,sin{wt,))
A, cos(wt,,)+ A;cos(wty)

| 6(f)=tan™? . (8a)
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Plots of the theoretical phase (8a) over a 4 GHz band-
width, beginning at 18 GHz, for various SIR’s are shown
in parts (a)-(d) of Fig. 4 for the two-scatterer idealization
of the propagation path of Fig. 3 with the plasma critical
density at 9 cm for 20 GHz (an average group velocity of
¢ /2 has been assumed for the plasma). Several important
observations can be made from these graphs. First of all,
parts (a) and (b) of Fig. 4 show that if the interferer is
absent, the SIR a =9, and the phase is linear owing
purely to the primary target reflection. As the SIR deteri-
orates, approaching unity from above, an oscillation about
this linear phase occurs with increasing amplitude and
may be seen most clearly in Fig. 4(b) which is a zoomed
view of Fig. 4(a). However, the periodicity of this oscilla-
tion does not change with SIR except in the extreme case
a =, Parts (c) and (d) of the figure illustrate a similar
phenomenon for cases of SIR’s between 0 and 1. When
a =0, the phase becomes linear once again, and this is
due purely to the interfering RCG. Note that the period-
icity of the oscillations, once again, does not vary with
SIR. When the SIR is identically equal to 1, the phase
function will converge to a linear phase with an interme-
diate slope exactly half way between the extreme cases of
a =0 and « =1, exactly as predicted by the theory devel-
oped ecarlier. It has been shown analytically that the
oscillation about the linear case has a period which is the
inverse of the difference in time delays to each scatterer.
This relation is indicated in parts (a) and (¢) of Fig. 4, and
special note should be made that this period is constant,
independent of SIR.

The time delay may be calculated from the phase
response by differentiating with respect to @ and then
may be converted into a distance measurement as a
function of frequency using an average plasma velocity.
Using an average plasma velocity of ¢ /2, several theoreti-
cal distance measurements using the same 4 GHz band-
width as was used in (a)-(d) of Fig. 4 are shown in Fig. 5
for various SIR’s. It has been proved that if the SIR is
greater than 1, then the average value of the distance
function for any SIR is the primary target distance. Fur-
thermore, it has been proved that if the SIR is less than 1,
then the distance function has an average value equal to
the distance to the interfering RCG. Averages were taken
for each of the distance functions shown in Fig. 5. When
the SIR is such that the deviation from the mean value is
small (@ near « or a near 0), then only a few points neced
to be averaged in order to obtain an accurate estimate of
the average. However, when the SIR approaches unity
from above or below, many points are required for an
accurate estimate of the average. This is due to the near
cusps that develop at the function extrema. The periodic-
ity is shown to contain the standoff distance information,
as expected from the theoretical derivation. An important
point must be made regarding the process of averaging
the distance measurements. Accurate estimates require
that an integral number of half periods be averaged or
that a large number of half periods be averaged. When
the target and interferer are far apart, several periods are
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Fig. 5. Theoretical distance measurements as a function of frequency
for the frequency-stepped DSBSC system.

present. When the target is near the interferer, the period
approaches zero, which may cause an inaccurate distance
measurement using the distance averaging approach, es-
pecially if the SIR is near unity and only a relatively small
number of measurements are averaged. In this case, it is
fortunate that the distance information may still be ex-
tracted from the periodicity of the phase measurements,
even when the oscillation is weak.

It still remains to be shown whether the two-scatterer
theory developed earlier is applicable to the much more
complex vacuum /tile/RCG /plasma propagation path.
Simulation results will now be presented which show that
the theory is indeed applicable.

IV. Prasma DeENsiTY MEASUREMENT USING THE
FrequeNcy-StEPPED DSBSC TECHNIQUE

The frequency-stepped DSBSC system simultaneously
transmits two sinusoids centered on the suppressed car-
rier. The differential phase shift between these two side
bands induced by the propagation channel is then mea-
sured at the receiver, producing an incremental estimate
of the slope of the phase response. This estimate of the
phase response slope is the estimated group delay. A
measurement is made at N discrete frequencies, spanning
a total bandwidth of NAf, where Af is the frequency
step size. An implementation of the DSBSC system is
shown in Fig. 6. The transmitter consists of an upper
single side band frequency-stepped carrier generator
whose output is modulated by another sinusoid of fre-
quency f;,. The received echo is passed through a square-
law device and band-pass filtered to extract the compo-
nent at frequency 2 f,, produced by the square-law device
since it is this tone that contains the phase differential
6, —0,, where 8, and 8, are the channel-induced phase
shifts of the upper and lower side bands respectively. This
signal is then simultaneously mixed with an in-phase and
quadrature sinusoid at frequency 2f,,, phase coherent
with the modulator in the transmitter. After low-pass
filtering, the result is a pair of quadrature signals from
which the phase differential 6, — 6, may be extracted via
a four-quadrant arctangent operation. The round-trip
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Fig. 6. Block diagram of the frequency-stepped DSBSC distance mea-
surement system.

group delay estimate, f,, is obtained from the phase
difference by

di(w) 0,—8,
do

6,—6
=21 (20
41 frr

The maximum unambiguous range corresponds to a 2
variation in 8, — 6; and is given by

1

td""

Wy — Wy

(21)

C

- 82
using an average plasma velocity of ¢ /2. Since it is
desired to measure electron densities with standoff dis-
tances from 0 to 15 cm, we chose to use f;, =125 MHz in
our simulations, which provides a maximum unambiguous
range of approximately 30 cm from the antenna aperture.
The range equation (21) dictates an upper bound on f,,.
The smaller the value of f,,, the better the differential
phase approximates the true slope. However, as the value
of f,, is reduced, the phase differential corresponding to
a particular standoff distance decreases. Therefore it be-
comes increasingly difficult to resolve small standoff dis-
tances as f,, is decreased.

The block diagram of the DSBSC system presented in
Fig. 6 shows the system exactly as implemented using
CAPSIM, a hierarchical block diagram communication
and signal processing simulation environment. The block
“stairgen” creates a sequence of samples with a staircase
amplitude which drives the digitally controlled oscillator,
DCO, to produce the discrete frequency sweep of N steps
over a bandwidth of NAf. The block in Fig. 6 labeled
VACUUM, HEAT TILE, PLASMA contains a unique
and accurate plasma model we developed called PROP-
MOD. PROPMOD is, in general, a program for com-
puter modeling and simulation of plane wave propagation
in inhomogeneous media. The program uses recursive
techniques to solve the boundary value problem for the
electric and magnetic fields at each of the slab interfaces.
The propagation path shown in Fig. 3 is modeled as a

815
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Fig. 7. Dynamic allocation of plasma model slab widths.

cascade of slabs of material, each having a specified set of
material parameters €, u, and o and a thickness A L. For
example, the heat tile is specified by € =1.36€,, u = 11,
o=0, and AL =28 cm. The interesting specification is
for the inhomogeneous plasma. Several applications have
seen the use of homogeneous slabs in order to model
inhomogeneous media. Two examples are randomes
whose diclectric constants vary as a consequence of a
temperature gradient [7] and waveguides loaded with a
tapered dielectric in order to reduce dispersion caused by
phase distortion [8]. In order to model the plasma, we
slice the electron density profile into slabs of varying
thickness, each characterized by its complex permittivity
determined by (1). It was shown in [7] that in order to
minimize modeling error, a dynamic slab thickness alloca-
tion algorithm should allocate slab thickness inversely
proportional to the magnitude of the derivative of the
dielectric profile with respect to distance. This constraint
is required to maintain smoothness in the dielectric pro-
file of the model since the true inhomogeneous plasma
has a continuous dielectric profile, and any sudden dis-
continuity in the dielectric will cause spurious reflections.
With a plasma model, another consideration must be
made. It is important that the modeling error be relatively
small in the vicinity of the turning point. Therefore,
considering slope and the turning point criterion, a dy-
namic slab width allocation algorithm was developed
which considers both criteria in the allocation process.
The algorithm is quite simple and is illustrated in Fig. 7.
The number of sections per unit distance is increased
linearly with decreasing permittivity. Only 85% of the
total allocation of sections are shown in the diagram. The
remaining sections are distributed between the turning
point and the end of the profile. Fig. 8 shows what
happens with this distribution for three differently shaped
dielectric profiles, In the linear case, the slope is constant
and therefore there is a linear increase in sections per
distance as the turning point is approached. In the second
case, the slope is near zero for nearly half the distance to
the turning point and then the slope becomes increasingly
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Fig. 8. Illustration of the algorithm which dynamically allocates slab
thicknesses in the plasma model for various permittivity profiles. Tick
spacing indicates the relative number of sections used in the plasma
model.

larger (negative), causing the sections to compress nearer
to the turning point. This is precisely what is desired,
since the slope is steepest near the critical distance, d_.
The third case shows when a trade-off is made between
slope and dielectric value. The slope is large near the
front edge of the profile and approaches zero near the
critical point. Thus, the algorithm allocates relatively few
sections in the first few permittivity bins. However, these
bins are warped into compressed standoff distance space,
creating thinner slabs than would result with a linear
taper. Then as the critical point is approached, the num-
ber of sections is increased with smaller dielectric, but the
bins are warped into larger standoff values. Hence, a
slope /turning point trade-off occurs as desired.

Now the question arises as to how many sections to use
in the slab model for the plasma. For the particular CFD
profile used in our simulations (Fig. 2), we found that
using more than 1000 sections made very little difference
in any of the phase measurements made by the DSBSC
system. We chose to use 1500 sections to ensure an
accurate model for all measurement cases. Using 1500
sections resulted in section sizes ranging from a few
microns to a few millimeters.
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Fig. 9. Distance measurements using the frequency-stepped DSBSC
system with and without loss caused by collision.

In order to illustrate the performance of the fre-
quency-stepped DSBSC system, consider the CFD elec-
tron density profile shown in Fig. 2 scaled so that the
critical density at 140 GHz is located at a standoff dis-
tance of 9 cm. Using N = 64 measurements with a fre-
quency step size of Af =64 MHz, the DSBSC system
produced the distance measurements shown in Fig. 9.
When no loss from collision is included, the group delay
is captured by the primary target because the reflection
from the plasma is stronger than the reflection from the
RCG interferer. However, when loss is included in the
simulation, the reflection from the RCG is much stronger
than the plasma reflection, and the group delay measure-
ment is captured by the interfering RCG. The SIR in this
case is approximately 0.1 (=20 dB). This SIR value was
obtained by using a stepped CW technique and compar-
ing the relative strengths of the plasma and interfering
RCG reflections in the time domain. The averaging tech-
nique described in [3] would work if no collision were
present, although it would produce an error of 0.5 cm (i.e.
the average value of the no-collision case is 12.70 cm).
However, the averaging technique will fail in the more
realistic case which includes path loss caused by collision.
Fortunately, the information containing the location of
the plasma target is present in the data periodicity whether
or not loss is present. It was shown in (13) that the
fundamental frequency of the measurements shown in
Fig. 9 is the difference in the time delays to the primary
target and interferer assuming the simple two-scatterer
model. There exist several ways to extract the fundamen-
tal frequency from the N data points available from a
given measurement sweep. One approach would be to
take an N-point discrete Fourier transform (DFT) of the
data. The time resolution resulting from an N-point DFT
of the frequency-stepped DSBSC distance data is

1

INAT (22)

Using an approximate average plasma group velocity of
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¢ /2, the one-way distance resolution is
1c A ¢
t= .
8NAf

Using N = 64 and Af =64 MHz, a distance resolution of
Ad =0.9155 cm results.

An alternative analysis technique is now presented for
estimating the standoff distance from the periodicity of
the distance measurements. It is based on autoregressive
time series analysis [9], which has been applied to high
resolution spectral estimation. As will be shown, time
series analysis may provide a significant accuracy im-
provement in standoff distance estimates over that ob-
tainable using the Fourier approach.

Consider the near periodic sequence of distance mea-
surements shown in Fig. 9 to be approximated by the
difference equation

(23)

3
d(n)= k¥1akd(n —k)+u(n),

n=mAf, 0<m<63 (24)
where d(n) is the sequence of distance measurements, a,
are the autoregressive coefficients, and u(#n) is the inno-
vation or input driving function. Thus, d(n) is being
modeled as the response of a linear system whose output
is the innovation plus a linear combination of the past
three outputs. Such a model is called an autoregressive
(AR) model of order 3. A third-order autoregressive
model was chosen because a single peak in the time
response is expected which requires two complex poles in
the model. The other parameter is used to model devia-
tion in the phase measurements from a pure sinusoid. In
conventional time series analysis d(n) would be, typically,
discrete samples of a continuous-time function d(¢). Here,
the d(n) are discrete samples of a continuous-frequency
function d(f). If the discrete-time Fourier transform of
(24) is taken, a continuous complex function of time
results:

3
D(e]A“)tduff) = Z akD(elAwfmff)e—lk Awtag | U( ejAWtdxff) ,
k=1

Aw=2wAf (25)

where fy4 =1t,,—t;. The system time response (output
D over input U) may be obtained from (25), resulting in

1
R(tgg) = 3
1— E ake_]kAw’dnff
k=1

(26)

which is once again a complex function of time. In order
to illustrate the value of this approach, the time series
model (24) was applied to the collision distance data of
Fig. 9. The autoregressive coefficients a, were extracted
using a conventional least-squares approach [9]. These
coefficients were then substituted into (26) and the result-
ing squared magnitude. is shown in Fig. 10. The delay
estimate is 1.203 ns, as shown in the figure, and translates
into a standoff estimate of 9.0225 c¢m, producing an error
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Fig. 10. Spectrum obtained from an autoregressive time series analysis
of the group delay measurements made by the frequency-stepped
DSBSC system.

of only 225 pm. It should be noted that (26) is a continu-
ous function of time and does not suffer from the resolu-
tion problem which plagues the FFT approach when only
a short data record is available. It is recognized that the
example presented in somewhat optimistic since neither
noise nor the effects of some component error contribu-
tions were included in the simulation. The simulation
does include nonideal filter responses but does not incor-
porate the effects arising from mixer imbalances. Our
plasma model accounts for reflections that occur at the
vacuum-tile interface in addition to the reflections at the
RCG boundaries. The intention of the example is to
illuminate the fact that the technique of applying AR
time series analysis to the frequency-stepped DSBSC
measurements can be used to extract an accurate target
distance estimate even when the SIR is significantly less
than 0 dB. In our application of measuring electron
plasma densities, a worst-case S/N of 30 dB is expected
at the inputs to the in-phase and quadrature detectors,
and S/N ratios of 50-70 dB are expected for most
measurements. Hence, it is not expected that noise levels
will be large enough to significantly degrade performance
in the MRIS measurements. In other short-range radar
problems, noise may be a significant problem and a more
sophisticated spectral estimation approach such as an
autoregressive moving average approach (ARMA) [9] may
be required.

It has been shown that autoregressive time series analy-
sis can be used to measure accurately the period of the
distance measurements made by the DSBSC system. The
example presented shows that even when the SIR is
significantly less than 0 dB and the averaging technique
fails as expected, the high-resolution autoregressive esti-
mator can provide an accurate distance estimate based on
the simple two-scatterer theory.

V. CONCLUSION

This paper has presented the derivation and analysis of
a technique for measuring the distance to a highly reflec-
tive target in the presence of an interfering reflection.
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The technique utilizes a frequency-stepped DSBSC sys-
tem and is a candidate for use as an electron plasma
density detector to be flown in the NASA Aeroassist
Flight Experiment in 1995. Simulation of the system was
performed using a block diagram communications system
CAD tool. A unique and accurate plasma model based on
plane wave propagation through slabs of inhomogeneous
plane layers was introduced. A novel approach was pre-
sented for extracting the target distance from the period-
icity of the measured group delays produced by the
DSBSC system. The approach employed autoregressive
time series analysis and was shown to provide accurate
target distance estimation, even when the primary target
reflection is weak compared with the interfering reflec-
tion.

Future research will be directed toward quantifying the
sensitivity of this technique to multiple spurious reflec-
tions and extending the theory to account for their influ-
ence.
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